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Abstract

Under NASA’s Remote Exploration and Experimentation program, we have examined the role of fault tolerant on-board supercomputing in the context of the science requirements of nanospacecraft missions for both in situ and remote sensing scenarios relating to the study of Sun-Earth connections.  The capability of on-board reduction of data allows a great decrease in data bandwidth requirements (factors of more than 1000 are achievable) to earth, this opens the pathway to much greater autonomy owing to fewer ground contacts of shorter duration needed.  Further reductions are possible using the on-board supercomputers to evaluate the data, to make operational decisions based on this, and to directly evaluate spacecraft subsystems.  The ultimate goal is to achieve absolute scalability wherein it is no more demanding on ground support to operate a constellation of more than 100 spacecraft than it presently is to operate one spacecraft.  Specific applications of heuristic systems to these problems are discussed. 

IAA.11 Small Satellite Missions Symposium; IAA.11.3 Small Satellite Operations.

INTRODUCTION(
Many future science missions require simultaneous, spatially separated observations.  Among the reasons such observations are required include the coverage of large regions of interest, the separation of spatial from temporal effects, and the measurement of physical effects that couple conditions at multiple points.  All of these requirements drive the need for multi spacecraft missions in NASA's Sun-Earth Connections (SEC) theme.
  

The main goal of SEC is to develop a scientific understanding of the physical couplings between the Sun, interplanetary space, and Geospace.
  The Sun produces a wide variety of electromagnetic, energetic particle, and magnetized plasma emissions.  The Solar Wind travels outward through interplanetary space, and interacts with the Earth's magnetic field generating electrodynamic phenomena including the aurorae and geomagnetic storms.  Geospace is the region of space in which the Sun and Earth interact.  These phenomena can adversely affect ground and space based systems and currently leads to the occasional loss of spacecraft and poses a hazard to human pressence space.  Once the scientific understanding of these phenomena has been developed, then tools for managing risks associated with these Sun-Earth couplings can be developed.

Spacecraft of the Solar-Terrestrial Probe (STP) line feature a wide range of in situ and remote sensing technologies.
  Science instrumentation can produce large amounts of information about the space environment, and a mission's ability to downlink that information usually limits the amount and quality of data that makes it back to the Earth bound scientist.  For example, particle detectors can create every few seconds a detailed three dimensional view of the various particles that make up space plasma.
 Imagers and radio receivers can produce as much data in space as they can on the ground, and on the ground such data feeds are driving the development of commercial broadband communication services.
  Imagers on the SOHO spacecraft have provided important information about the dynamics of Solar inputs into the Sun-Earth environment.  Radio receivers on spacecraft such as Ulysses, WIND, and IMAGE hear emissions from streams of energetic particles and shocks that emanate from the Sun; much of these emissions are shielded from the ground by the Earth's ionosphere and can only be observed from space.

Thus SEC has an acute need for missions with multiple spacecraft but faces severe technical challenges involving mission operations and the transmission of data back to Earth.  The current state of the art in SEC science observation is the recently launched CLUSTER mission.  CLUSTER is composed of four spacecraft that each contain a full suite of plasma diagnostic instruments.  The four spacecraft of CLUSTER are commanded to fly in formations designed to place the science instruments in appropriate regions of Geospace at appropriate times.  From an engineering viewpoint, each CLUSTER spacecraft is independent of the others.  Each uses traditional, single spacecraft, command and control techniques that do not scale well to larger constellations.

Yet to make scientific progress larger constellations are necessary.  Magnetospheric Constellation (MAGCON) is an STP mission to place 60-100 spacecraft in large (10-40 Earth radii apogee) elliptical orbits to monitor Geospace dynamics. The Solar Imaging Radio Array (SIRA) concept involves an array of perhaps dozens of spacecraft returning near real time synthetic aperture radio images of Solar and interplanetary shocks, particle streams, and magnetized clouds that are, as mentioned above, invisible from Earth's surface.  These systems will produce enormous volumes of data, making communications a critical factor in mission design.

A possible way to alleviate the burden on communications and enable advanced SEC mission concepts is to perform some data reductions "in place" on board the spacecraft. The Remote Exploration and Experimentation (REE) project of NASA's High Performance Computing and Communications Program is working to bring commercial supercomputing technologies to spacecraft.
  REE is developing a testbed Flight Processor using Commercial Off The Shelf (COTS), non radiation hardened components to maximize performance per unit resource cost, e.g. power and mass.  The Flight Processor is being designed so that the number of processors can be scaled to fit mission requirements.  The existing testbed is easily able to provide a factor of ten improvement in computing performance (per processor) over radiation hardened devices, and fault tolerance tests are currently in progress.  

A possible first in-flight test of the Flight Processor is being evaluated for the SEC mission Magnetospheric Multi Scale (MMS). MMS is a step beyond the current state of the art on the way to the more advanced MAGCON and SIRA concepts.  MMS consists of five spacecraft each equipped with a full complement of plasma particles and fields diagnostic instruments.  For two years this constellation of spacecraft will move through a demanding schedule of four orbital phases, each of which is focussed on a particular set of boundary regions occuring in the magnetosphere. The science mission is designed around themes associated with fundamental plasma physical processes and the role they play in determining the interplay of various scales of magnetospheric structure and dynamics.  

The three key themes are magnetic reconnection, particle acceleration, and turbulence.  Each of these themes continually recur in energetic plasmas in astrophysical and laboratory environments. We will consider how these themes drive mission requirements below. But to meet these requirements, MMS instruments feature survey and burst modes of operation and can produce much more information than MMS can downlink to Earth. By design choice, the MMS baseline mission will return little or no information for significant fractions of its orbit.  Furthermore, some instruments will only return data during exceptional situations, a circumstance necessary in the baseline mission, but a circumstance which restricts analysis of MMS measurements to the relatively local scales of the exceptional situations.

On board processing provided by an REE enabled High Performance Computing Subsystem (HPCS) will allow MMS to cover MHD and kinetic properties along the entire MMS orbit.  This will dramatically increase the number of spatial and temporal scales observable with MMS and will provide a more integrated picture of magnetospheric phenomena.  By implementing on board processing capability, including the on board production of science products and feature recognition, HPCS opens the door for greater autonomy in the baseline mision. The addition of HPCS to MMS can be achieved with minimal risk or impact to MMS resource budgets.

In the rest of this work we will continue to develop the MMS/HPCS concept to illustrate how on board supercomputing could bring the tools of autonomy to science instrument operation in the near future.

MISSION OVERVIEW

Magnetospheric Multi Scale (MMS) is a four to five spacecraft mission being developed to study three principal aspects of the plasmas of Earth's magnetosphere. These are magnetic reconnection, particle acceleration, and turbulence.  Magnetic reconnection is associated with mismatches between the movements of the magnetic field and the plasma formed of the charged particles found in space.  The term reconnection derives from the way magnetic field lines appear to change their connectivity when such mismatches occur.  In astrophysical and laboratory plasmas, strong magnetic fields lead to reconnection regions that form in thin boundary layers associated with current layers and shocks.  For the magnetosphere, these regions are thin compared with global length scales but play central roles in the transport of matter and energy through the Sun-Earth system.  In fact, regions of magnetic reconnection are often the only regions where energy may be extracted from magnetic fields on time scales relevant to explosive electrodynamic phenomena such as Solar flares and magnetospheric substorms.

MMS Science Overview

The energy transfer that occurs in these regions provides free energy for a host of phenomena. In particular, the charged particles that make up the plasma undergo particle acceleration forming beams or other structures in particle velocity space.  Accelerated particles flow along the magnetic field and can be detected far from their source whether magnetospheric, heliospheric, or Solar.  Particle acceleration is important for energy transport, plasma heating, and as a source of possibly dangerous energetic particles. Even as individual particles can be accelerated, so can collective motions of the plasma be excited.  Waves should be observed in the vicinity of these turbulent regions of energy transfer or strong electric currents.

Magnetospheric Multi Scale (MMS) is designed to study how these fundamental processes affect and help determine larger scale structures of the Earth's magnetosphere.  Multiple spacecraft are employed to separate spatial from temporal effects.  Furthermore, spatially separated measurements, when used in conjuction with electromagnetic theory, enable the inference of important quantities such as electrical current and wave direction and amplitudes.

The three classes of aforementioned phenomena, reconnection, particle acceleration, and turbulence, occur in a physical regime that touches on both the particle (kinetic or microphysical) aspects of the plasma as well as fluid-like (MHD or macrophysical) aspects of the space plasma. The spacecraft science instruments make essentially microphysical in situ measurements of the particles and electromagnetic fields. Therefore, a central trade off associated with MMS is the proportion of resources to be applied to each of the micro- and macrophysical scales.  Because the physical processes are not understood, space scientists generally wish to operate spacecraft sensors at the highest feasible resolution, particularly when kinetic scales are involved.

MMS Baseline Science

The MMS baseline mission will return high resolution data from the vicinity of the boundary layers mentioned above.  MMS memory is sized so that 14 days' mix of high resolution burst and low resolution survey modes can be stored between downlinks.  To put this in persepective, the baseline MMS science instruments can fill the MMS memory allocation of 28 Gb (per spacecraft) in three days of continuous burst mode operation.  MMS is being designed to be able to transmit this data to Earth in four hours.  Thus large fractions of MMS orbits will likely not be monitored: a fact which may hamper the analysis of the connection between the boundary and global regions of the magnetosphere.  Given these constraints, it is likely that the baseline data gathering strategy will involve (1) the wholesale discarding of data obtained away from the boundary layers and (2) high data rate (burst) modes triggered by simple filters applied to sensor data on board the spacecraft.

Yet to construct a picture of how the larger scale structures interact with the boundary regions, microphysical measurements need to be obtained and reduced to macrophysical quantities.  The sensors on MMS are designed to study the plasmas that exhibit the signatures of magnetic reconnection, particle acceleration, and turbulence.  These sensors include magnetometers, DC to high frequency search coils (AC magnetic fields),  high frequency electric field sensors, hot plasma analyzers, and high energy particle detectors.  High resolution measurements are required to capture the essence of the microphysics of the spacecraft environment, but completeness of coverage is important for understanding the larger scale structure.

REE Enabled Science

There are clear trade offs between competing aspects of MMS science. The study of large scale structure requires the reduction of large amounts of moderate resolution data.  Small scale structure requires large volumes of high resolution data.  The severity of this trade off can be mitigated through on board data analysis enabled by a High Performance Computing Subsystem (HPCS) based on technologies being developed by NASA's Remote Exploration and Experimentation Program. REE enables important enhancements in MMS science capability by increasing the range of scales that MMS can measure.  Three obvious pathways are (1) the production of parameters associated with magnetohydro-dynamics (MHD), i.e. fluid scales, (2) the reduction of the data volume associated with microphysical particle and electromagnetic field measurements, i.e. kinetic scales, and (3) on board use of HPCS produced data products to reconfigure HPCS data analyses and science data management.  These pathways are described below.

To Leap a Generation in Space Technology

An important point is that these enhancements cannot be met with the resources that will be provided on MMS.  As discussed later, the proposed science enhancement requires billions of computer operations per second.  Spacecraft data processing needs for baseline MMS will likely be met by a RAD6000
 scale processor (~35 MOPS: Mega-operations-per-second).  A processor has not been specified for this mission: the specific choice of processor is part of the spacecraft vendor's proffered design. Though a RAD750 (~300 MOPS) has been mentioned as an option in the report of the MMS Science Definition Team
, the RFO for the MMS Mission Study
 does not have a requirement for any particular processor.  However at this writing, the RAD750 is still in its final stages of development and its capabilities are promising, but unproven.  With hundreds shipped, the RAD6000 has demonstrated its capability.  Because MMS spacecraft are spinners, ACS duties are minimal, and the main computational burden will be Command and Data Handling for which the RAD6000 is adequate.  Meritable ACS functions requiring high performance computing do exist for on board fine control and determination of spacecraft attitude and constellation configuration in real time, for example during high spin rate operations.  Yet the bottom line is that there is no current baseline mission requirement that the MMS spacecraft provide high performance computation for on board science data processing nor is it expected that such will be provided.  Therefore either the RAD6000 or one of its existing competitors will likely be chosen for the baseline spacecraft.  However, with the HPCS we expect a great enhancement of science productivity that will leap a generation of space science mission technology.

HPCS Working Concept

Our working concept is that the HPCS will be a subsystem on the level of a scientific instrument.  HPCS will produce a small amount of data for downlink, and will not exceed instrument uplink requirements.  In fact, HPCS may enhance spacecraft autonomy and reduce spacecraft uplink requirements.  A difference between the HPCS and other instruments is that the HPCS will receive or have access to science instrument data.  Because the impact of the HPCS on MMS resource requirements is expected to be minimal, HPCS is a low risk addition to the MMS mission plan.  Furthermore, should HPCS not be ready for integration with MMS, it can be deleted from MMS without adversely affecting MMS's ability to meet baseline goals. A clean interface between spacecraft and subsystem is planned so that on orbit failures of an installed HPCS will not affect MMS's capability to achieve mission goals.

Table 1. HPCS Projected Resource Requirements

Resource
Est. Requirement

CPU Performance

Provided by HPCS
10 GOPS

3-6 Processors

Data downlink
< 200 Mb/day

Data uplink
< 100 B/day

Power
9-30 W

Mass
5-10 kg

GOPS: Giga-operations-per-second; Mb: Mega-bits; B: bytes; W: Watts; kg: kilograms.

Though the HPCS fits well within mission resource parameters and has a ready pathway for descoping, the HPCS has the potential for a dramatic enhacement to MMS science return.

To develop this potential, techniques currently being developed by the NASA/REE's Solar-Terrestrial Probe Science Application Team can be extended and applied to MMS data.  These techniques presume parallel processing within a workstation-like flight environment and are not within the scope of the baseline MMS mission.  Furthermore, performance measurements and reliability tests within an environment relevant to MMS have yet to be performed.  An MMS relevant environment includes not only the physical environment to which the hardware is exposed, but it is also the flow of data through the hardware/software system and the fidelity of the science models upon which the software system is built. Therefore, to provide the tests required to demonstrate sufficient technological readiness, an REE-specific MMS-relevant data system simulator and appropriate test suite must be constructed.  An Onboard Data Analysis System (ODAS) would then be exercised within this framework.

Several factors provide REE a head start towards the goal of demonstrating an REE based ODAS.  REE/STP's Plasma Moments Application can provide the basis for the on board calculation of MHD parameters.  The Radio Astronomical Imaging (RAI) application develops a model of radio interferometry, and some MMS concepts provide for in situ electric field interferometry which is in some ways similar to the radio astronomical case, but provides a wealth of information on micro- and macrophysical scales.  REE/STP is currently improving the realism of these codes by adapting them to archived data from simpler space physics missions such as HAWKEYE
.  Furthermore, REE/STP is exploring methods of reducing the data volume of kinetic data through feature recognition and other techniques.  Feature recognition can reduce high resolution data to symbolic codes that may improve communications on links of limited bandwidth.  Thus REE is uniquely poised to demonstrate how its techniques can dramatically enhance MMS and other space science missions.

Now we outline the steps to be taken to demonstrate an REE derived system with sufficient technological readiness for inclusion on MMS.  We  describe the ODAS components to be developed. This includes data analysis functions and the supporting software infrastructure to operate and test the data analysis system on data relevant to MMS instrumentation.

HPCS FUNCTIONS ON MMS

We consider the REE/HPCS to be an enhancement to the baseline science mission.  The enhancement supports the main MMS science themes of magnetic reconnection, particle acceleration, and turbulence by increasing the range of scales that MMS can measure.  

There are three essential functions to be developed.  The HPCS/ODAS will:

· Produce MHD parameters along the entire MMS orbit,

· Capture kinetic scale information., and

· Use HPCS science data products for on board decision making.

These enhancements hold the potential to dramatically enhance the science return of MMS by capturing MHD and kinetic scales throughout the orbit, by improving the bandwidth usage of science instruments, and by improving spacecraft's ability to autonomously manage science data and events. These important enhancements come in a low risk package that has little impact on MMS architecture.  In the following, we discuss each enhancement and present performance measurements of applications that perform relevant calculations.  A portion of our work with REE has been to assess the needs of space physics data analyses:  measurements of data analysis codes show that REE level performance is required for these enhancements to MMS science.

Production of MHD Parameters 

The first component of the REE/HPCS science enhancement is the construction of MHD moments from particle spectrometer data over the complete orbit.  Due to downlink constraints, even survey observations of the plasma particle distribution will be limited to a fraction of the MMS orbit.  Due to MMS's focus on boundary layers, the coverage of other regions will suffer, possibly hampering analyses of boundary layer/mesoscale couplings.  With sufficient computational resources, particle spectrometer data may be reduced on board MMS spacecraft, real-time MHD moments may be produced and stored.  The amount of storage needed for the MHD moments associated with five species, e, H, He+, He++, and O corresponds to about 90 Mb/day, which is less than 5% of MMS's daily information production budget.  

The real-time production of MHD parameters from MMS particle data will build on techniques currently being developed by REE/STP.  The Plasma Moment Application will be adapted to the MMS context.  The moment calculation is essentially numerical quadrature of a three dimensional data set, but with a few important additions.  To obtain reasonable moments from particle measurements, some on board modelling is neccessary to account for the effects such as electric potential of the spacecraft.  Thus to demonstrate a Plasma Moment Application (PMA) for MMS, important improvements to the realism of the application must be implemented.

To examine the computational demands of MHD parameter creation, we obtained and profiled a legacy application that constructs moments from data obtained by the HAWKEYE spacecraft.  This is of interest because REE/STP is currently adapting the PMA to this data set.  Performance measurements of the legacy HAWKEYE code when scaled to MMS size data sets suggest that about 6 GOPS will be required to construct MHD moments for 5 species at a time resolution of one second.

Compression of Kinetic Scales

A major component of MMS's science mission involves couplings between particles and waves.  These couplings arise with any of the three science themes of MMS.  In particular, the electromagnetic and particle momenta spectra are important diagnostics in studies of particle acceleration and the roles of magnetospheric turbulence.  Furthermore, these important physical couplings occur on scales ranging down into the kinetic regime.  Downlink constraints and the focus on boundary layer physics will reduce MMS coverage of other magnetospheric regions.  Burst/survey modal operation and data selection are already important techniques to deal with the high data rates required to capture kinetic phenomena.  HPCS will allow MMS to go beyond such data set censoring.

Therefore, the second component of the REE/HPCS enhancement is the onboard reduction of kinetic scale electromagnetic (EM) field and particle distribution function data.  We plan to reduce the data volume associated with kinetic scale EM field data by the creation and compression of snapshot images of EM frequency vs. time vs. intensity. Particle distributions (PDs) will be treated similarly through the creation of images of   PDs as functions of velocities parallel and perpendicular to the local magnetic field.

Here we concentrate on EM fields with the understanding that the treatment of PDs 

overlaps the construction of MHD moments. At the frequencies of interest, broadband EM receivers (e.g. WIND/WAVES Thermal Noise Receiver) or waveform samplers (e.g. WIND/WAVES Time Domain Sampler) are applicable
. Considering the latter type of instrument, the waveform sampler data products are usually the field values themselves.  These time-domain data are important for the detection and measurement of bursty, impulsive events such as Langmuir waves.  Important information can also be gained by examining Fourier or wavelet decompositions of these field measurements.  This information could be used on board to improve MMS/HPCS science management functions.  In the space environment, EM data in the frequency domain is typically rather simply structured and is a good candidate for data compression and analysis.

A chief expense is the construction of the Fourier or wavelet representations of such EM time-domain wave data.  For 6 data channels, corresponding to 6 components of E and B, operating at 250 k-samples/s for a one-second data gathering interval, at least a 1.3 GOPS processor is required to keep up.  For higher production rates or longer gathering times, the amount of computation increases.

By constructing maps of these kinetic scale EM fluctuations, and through either data compression or selection, we expect to reduce the EM data to roughly the same scale as the particle data mentioned above. Collecting samples at 256 frequencies every second at 16 bits per sample yields a data production rate of 4 kbps.  Compression or selection can lead to further reductions of 2 or 10 with little additional cost.  Thus REE/HPCS enables the production of kinetic scale EM field spectra products over the entire orbit. This combination of high time resolution EM and particle data over such large regions of the Earth's magnetosphere is unprecedented and will vastly improve our understanding of the different magnetospheric regions and their interconnections.

On Board Decision Making

Another area that requires exploration is process and data management within the HPCS.  Table 2 gives levels of ability that may be possible or necessary for HPCS. The lowest level of HPCS science management corresponds to the simple processing of data and storage of the results.  Any reconfiguration or control is within the purview of the data processing applications running within the HPCS. Successively higher levels of functionality increase the number of actions or the extent of such actions within the

MMS or HPCS environment.  For example, a simple enhancement of HPCS capability would be to add a results assessment/perception function that would drive a decision making function about how certain results should be archived.   Higher levels of capability increase the responsibility of the HPCS by increasing the 

Level of

 Functionality
                                                                                                   Functionality

0
Process data; store results.

1
Process data; perceive/assess; {Store, Ignore}.

2
Process data; perceive/assess; 

{Store, Ignore, Signal-Alarm, Reconfigure HPCS processing}.

3
Intra-spacecraft science instrument autonomy

Reconfiguration of multiple instruments and data processing.

Table 2. Authority levels for HPCS

scope of its actions.  A key example would be allowing HPCS to raise an Interspacecraft Ranging and Alarm System alarm.  This action would affect all spacecraft in the mission.  The proposed effort plans to explore along with MMS engineering staff the possibility of enhancing the on board attitude knowledge processing and intra-spacecraft instrument level autonomy.

The existence of higher level data products on board a spacecraft creates the opportunity to take advantage of those products to enhance mission operations.  Particular opportunities include improved on board science mission management.  Measures of data importance can be formulated to implement on board data selection functions to improve the quality and coverage of science data obtained.  Such enhanced management options are expected to be important because MMS is a complex, multiphase mission.  In two years, MMS will move through four different orbital configurations within each of which multiple spacecraft formations will be used.  Thus MMS will examine phenomena with multiple resolutions at multiple boundary regions of the magnetosphere.

One analysis that can be applied to such higher-level data products is automatic feature detection.  A proof-of-concept application in automatic detection that traces bands of emission through strongly interfering noise on frequency-time plots was developed by REE in collaboration with researchers associated with the IMAGE Radio Plasma Imager
.  With minor changes, this application could attempt to identify the emission as well, e.g. kind of plasma emission or radio burst. This application could readily be applied to similar automated detection problems arising with MMS electromagnetic (EM) sensor data.

The algorithm used is based on a simple likelihood model that describes a radio frequency EM receiver operating in a noisy environment.  The application creates image-like maps of the likelihood that science data contain signatures of certain magnetospheric structures.  The application takes 20 minutes to process roughly a 20 by 20 (pixelated) region of time-frequency data on a 166 MHz Intel P55C. The algorithm should scale roughly as the square of the size of region studied.  Therefore, moving the application to MMS relevant parameters, say processing a 60 by 60 region every two minutes, and achieving a factor of 100 improvement through code compilation and algorithmic improvements, puts this application into the ~1.3 GOP range.  

This analysis technique can be put within the reach of REE enabled capability through a combination of algorithmic improvements, program optimization, faster processors, and the excellent parallelism inherent in the application.  An application such as this would help MMS automatically detect and track features appearing in its image-like data sets.  These detections could then be put through a decision system to enhance MMS autonomous operations and interspacecraft coordination.

The algorithm mentioned above provides a general framework for the detection of features in time-frequency data. To adapt or extend the procedure requires the construction of models connecting physical parameters and data.  For example, required are models of the sensor's response to its environment and models of that environment.  These models can be implicitly constructed, e.g. artificial neural nets trained on observations of solar radio bursts, explicitly constructed, e.g. based on the physics of antennas placed in plasmas, or hybrids thereof.  An important goal is to create such models for use on MMS.  A key component in the on board construction of science parameters is the appropriate use of science based or phenomenologically based feature models.  Reductions in data volume coming from this algorithm occur in addition to those from more standard compression techniques.  

Mission Impacts: MMS Mass and Power

The amount of data produced by the aforementioned enhancements is small compared to the amount of raw data produced by MMS instrumentation.  Totalling the computational work for the three enhancements mentioned above, MHD moments, kinetic scale capture, and the decision making enhancements, yields roughly 6+1.3+1.3=8.6 GOPS.  These numbers have been obtained by measuring the performance of relevant applications. Instrument specific models, calibrations, and data processing have not been figured into these numbers and can only be gauged by increasing the realism and relevance of applications developed within the REE environment.

A goal of the REE project is to develop a flight capable HPCS that provides 300-1000 MOPS/Watt.  To provide 9 GOPS, this would entail 9-30 Watts.  Current single board computers mass less than 500 grams: therefore, if we take the conservative estimate of 500g/GOPS, we arrive at about 5 kg for a 9 GOPS HPCS.  The use of multi chip modules may reduce the mass requirement, but thermal subsystem considerations remain.

CONSTELLATION AUTONOMY

The preceding is a detailed overview of the basic needs of an ODAS for a space physics mission.  We have concentrated on the characteristics required for a system operating on a single spacecraft’s science instrumentation.  The principal reason for this focus is that though the spacecraft of MMS will coordinate their orbital maneuvering and will have a simple beacon-based communication system, interspacecraft communication is costly and is severely limited.

Placing high performance computation on board spacecraft provides several advantages for future science missions.  The REE/HPCS promises to dramatically increase the science return of MMS through the generation of higher-level science products.  These higher-level science products, e.g. feature models or summary statistics, can be thousands of times smaller than the original raw data.  These smaller data reduce communication requirements, which is especially important for deep space and interspacecraft applications.  Higher-level products may be also used to help close science instruments' control loop on board the spacecraft.  A portion of the science instrument control software could run on an HPCS alongside the data analysis software.  Thus HPCS points out a path towards the implementation of autonomous science instruments that provide high-level information to other spacecraft functions.  Furthermore, autonomous science instruments will be much easier to control by either ground or space based controllers, be they human or AI.  High performance computing systems dramatically enhance opportunities for spacecraft and constellation level autonomy both by providing the computing power needed for full spacecraft autonomy and by reducing the complexity of science instrument control.
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�An introduction to Geospace can be found at: “www-istp.gsfc.nasa.gov/istp/outreach”.


�NASA’s Solar-Terrestrial Probes Program: “stprobes.gsfc.nasa.gov”.


�Modern particle detector technique is reviewed in Measurement Techniques in Space Plasmas: Particles, R. Pfaff, J. Borovsky, and D. Young, eds., Am. Geophys. Union, 1998.


�A companion volume to the above for electromagnetic field measurement is Measurement Techniques in Space Plasmas: Fields, R. Pfaff, J. Borovsky, and D. Young, eds., American Geophysical Union, 1998.


�Information concerning space science missions mentioned here can  be found at the International Solar-Terrestrial Physics program “istp.gsfc.nasa.gov” and at NASA’s Space Science Enterprise “spacescience.nasa.gov”.


� NASA/HPCC Remote Exploration and Experimentation: “www-ree.jpl.nasa.gov”. NASA High Performance Computing and Communication: “hpcc.arc.nasa.gov”.


�The RAD6000 and the RAD750 are products of Lockheed Space Electronics & Communications "www.rad750.com".


�The Magnetospheric Multi Scale Mission... Resolving Fundamental Processes in Space Plasmas NASA TM-2000-209883.


�The RFO and other MMS documents are  at "mms.gsfc.nasa.gov" and "stprobes.gsfc.nasa.gov/magmulti.htm".


�Information about the Hawkeye mission: "nssdc.gsfc.nasa.gov/hawkeye/hawkeye.html".


�Information about WIND/WAVES is available at "lep694.gsfc.nasa.gov/waves/waves.html".


�Rilee, M. L. and J. L. Green, Automated Detection of the Magnetopause for Space Weather from the IMAGE satellite, in Proc. Of SPIE's 14th Ann. Intl. AeroSense Symp., April 2000.
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